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ABSTRACT

Objectives:  To analyze consistency of reference limits 
and widths of reference intervals (RIs) calculated by 
six procedures and evaluate a protocol for merging 
intrainstitutional reference data.

Methods:  The differences between reference limits were 
compared with “optimal” bias goals. Also, widths of the 
RIs were compared. RIs were calculated using Mayo-SAS 
quantile, EP Evaluator, and four International Federation 
of Clinical Chemistry and Laboratory Medicine methods: 
parametric and nonparametric (NP) with and without 
latent abnormal values exclusion (LAVE). Regression 
parameters from cotested samples were evaluated for 
harmonizing intrainstitutional reference data.

Results:  Mayo-SAS quintile, LAVE(–)NP, and EP 
Evaluator generated similar RIs, but these RIs often 
were wider than RIs from parametric procedures. LAVE 
procedures generated narrower RIs for nutritional and 
inflammatory markers. Transformation with regression 
parameters did not ensure homogeneity of merged data.

Conclusions:  Parametric methods are recommended when 
inappropriate values cannot be excluded. The nonparametric 
procedures may generate wider RIs. Data sets larger than 
200 are recommended for robust estimates. Caution should 
be exercised when merging intrainstitutional data.

All laboratories should have valid reference inter-
vals (RIs) for their assays to help clinicians interpret test 
results. Two questions often arise when considering the 
establishment of the intervals: (1) What statistical methods 
or programs should be used to calculate these intervals? 
and (2) Is there a way to use reference data from another 
institution? The Clinical and Laboratory Standards 
Institute (CLSI) has developed a 57-page guideline (CLSI 
EP28-193C:2010) for Defining, Establishing, and Verifying 
Reference Intervals in the Clinical Laboratory.1 This is a 
comprehensive document but may be too complex for 
many laboratories. This guideline recommends using a 
minimum data set of 120 healthy participants for estab-
lishing RIs for each important subgroup, such as sex and 
race. They discuss the topic of multicenter RI studies but 
recommend that each laboratory should determine its 
own RIs because of analytic differences and population 
differences. They do not discuss methods for transferring 
reference data between laboratories.

The issue of local population differences may be 
important in some specialized practices, but its relevance 
for general medical centers in the current age of patient 
mobility and population heterogeneity is debatable. Most 
medical centers see both local patients and patients from 
other localities. In the United States, many communities 
comprise individuals from various ethnic backgrounds. 
Even individuals with similar ancestral roots may not 
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comprise a homogeneous population of laboratory values 
due to dietary and environmental variables.2

In this article, we compare six methods for gener-
ating RIs. Two of the methods are commercially avail-
able, and the other four methods were developed under 
the guidance of the International Federation of Clinical 
Chemistry and Laboratory Medicine (IFCC) Committee 
on Reference Intervals and Decision Limits (C-RIDL). 
We also evaluate an algorithm to transform reference 
value data collected at one site for use at a second medi-
cal center based on using a panel of reference samples to 
compensate for the analytic differences between centers.3

Materials and Methods

Volunteer healthy donors were recruited at two medical 
centers (ARUP Laboratories, Salt Lake City, UT, and Mayo 
Clinic, Rochester, MN) using a standardized study design 
and a locally adapted protocol approved by the institutional 
review board. The inclusion criteria and blood collection 
protocol were endorsed by the IFCC C-RIDL.4 Inclusion 
criteria were that participants felt subjectively well and were 
18 years or older. The following medications were permitted, 
but the name, dose, and frequency were recorded: contracep-
tive pills, estrogens, and thyroxine. If the donor was taking 
thyroxine, his or her thyroid-stimulating hormone (TSH) 
level was to be less than the laboratory’s current upper ref-
erence limit. Exclusion criteria were known diabetics, history 
of chronic liver or kidney disease, hospitalized or serious ill-
ness within the previous 4 weeks, blood donation in the pre-
vious 3 months, pregnant or within 1 year of childbirth, or 
other significant disease. The target sample size was 240, with 
about half in each sex. In this study, 92 men and 148 women 
were collected at Mayo, whereas 125 men and 125 women 
were collected at ARUP. Participants were requested to avoid 
excessive physical activity for 3 days before blood collection. 
After obtaining informed consent, blood was collected and 
processed at both sites according to the C-RIDL protocol.4

The RI analytes were measured shortly after collection 
at the ARUP site, whereas aliquots were frozen at –80°C and 
analytes were measured on 3 consecutive days at the end of 
the sample collection at Mayo. Roche Modular (Indianapolis, 
IN) analyzers were used to measure the general chemistry 
analytes at both sites. Carcinoembryonic antigen (CEA), 
cortisol, and prolactin (PRL) were measured on the Siemens 
Centaur (Walpole, MA) at ARUP, whereas CEA was mea-
sured on the Beckman Coulter DxI (Chaska, MN), and cor-
tisol and PRL were measured on Roche Modular at Mayo. 
Parathyroid hormone (PTH) and TSH were measured on 
the Roche E170 at ARUP, whereas they were measured on 
the Roche Modular at Mayo.

Procedures for Calculation of RIs

The Mayo-SAS quantile program uses the SAS 
QUANTREG quantile regression procedure to calculate 
specific percentiles and analyze the effects of secondary vari-
ables such as age and sex.5 Ordinary least squares regression 
models optimize the best fit for the conditional mean of the 
response variable for a given conditional variable. Quantile 
regression extends this regression model to optimize the best 
fit of conditional quantiles (such as the 2.5th and 97.5th per-
centiles) of the response variable.6 The main advantage of 
quantile regression is for modeling data with heterogeneous 
conditional distributions since it makes no distributional 
assumption about the error term7 and thus belongs to the 
nonparametric method in a broad sense. One sample from a 
97-year-old man was excluded as an outlier from the Mayo-
SAS quantile analysis. The standard errors of the quantile 
estimates were calculated using a bootstrap resampling pro-
cedure with replacement with 10,000 replicates.

EP Evaluator is a widely used commercial Microsoft 
Windows–based software program marketed by Data 
Innovations (South Burlington, VT) to facilitate statistical 
analyses in clinical laboratories.8 It incorporates many of 
the recommendations of the CLSI. It has procedures both 
to establish and to verify RI. This system can partition data 
sets by any of the included variables such as sex, but you 
can partition by only one variable at a time. Differences by 
age can be analyzed by using multiple age bins if the sample 
size is large enough. Bounds can be set to exclude extreme 
values. The program offers nonparametric, parametric, and 
transformed parametric statistics. The system uses a Box-
Cox transformation based on an exponent and a constant. 
It tests to see if transformations significantly improve the 
fit to the Gaussian distribution. We partitioned the data 
by sex and produced separate results for women and men. 
Since all the female subgroups had at least 120 values, the 
system made nonparametric estimates for each analyte for 
women. However, the men from Mayo had fewer than 120 
values, and the system used transformed parametric statis-
tics to estimate the RIs for all but six analytes (albumin, 
calcium, chloride, potassium, magnesium, sodium), which 
were based on Gaussian parametric estimates.

The four IFCC procedures for calculating RIs are com-
prehensive methods for parametric and nonparametric esti-
mates with and without exclusion of inappropriate values. 
The exclusion criterion is based on the latent abnormal values 
exclusion (LAVE) method.1,9 This method estimates values 
from participants with abnormal values in related analytes 
caused by common disorders such as metabolic syndrome, 
muscular damage, and inflammation. The reference analytes 
actually used in the procedure for identifying inappropriate 
values were uric acid, glucose, triglycerides, aspartate amino-
transferase (AST), alanine aminotransferase (ALT), lactate 
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dehydrogenase (LDH), γ-glutamyltransferase (GGT), and 
creatine kinase (CK), which were sensitive to the above con-
ditions. The LAVE procedure is superior to outlier exclusion 
because it does not truncate the reference distribution. The 
disadvantage of using the exclusion criteria is the reduc-
tion in the number of values that can be used to define the 
RIs. The parametric method is based on the two-parameter 
(modified) Box-Cox equation, which includes a parameter 
representing an origin of transformation for improved fit-
ting to the Gaussian shape.10

X
x a

p
p

p

=
-( ) -

¹
1

0 0.

X x a p= -( ) =log . 0 0

where x and X denote observed value before and after 
transformation, and the parameters p and a, respectively, 
represent power and the origin of transformation to be 
set below a minimal value of x. The classic Box-Cox 
method does not have the parameter a. The parametric 
method features truncation of values outside mean ± 2.57 
SD at the transformed scale (1% on both ends of the dis-
tribution), which is effective in identifying extreme values 
unmatched to the central shape of the distribution. In all 
the IFCC procedures, the 90% confidence intervals for the 
reference limits were generated by the bootstrap method 
with 100 repetitive resampling.

Procedures for Comparing Reference Limits and 
Interval Widths

Separate analyses were performed for women and 
men to compare the six methods for calculating RIs and 
confidence intervals for each analyte. The RI limits for 
both the lower limits (LLs) and upper limits (ULs) for 
both men and women were separately derived using each 
statistical protocol. The differences between these limits 
derived from each of the six statistical protocols were 
compared pairwise, resulting in 15 combinations. A pro-
cedure proposed by Ozarda et al11 was used to normalize 
the reference limit differences. This procedure compares 
the absolute difference between the reference limit esti-
mates divided by between-individual standard deviations 
roughly calculated from the reference ranges:

LL Ratio   LL  LL   UL  LL   3 92Y Y Y Y= ( )/ / .

UL Ratio  UL  UL   UL  LL   3 92X Y Y Y= ( )/ / .

where X is the calculation method being evaluated and Y 
is the comparator method.

By analogy to the theory of acceptable analytic bias in 
laboratory tests, the “optimal limits” for analytic bias are 
set at 12.5% of combined individual and group biologic 
coefficient of variation.12,13 When the optimal values were 
not available, we used half of the desirable bias limits as 
equivalent to the optimal limits.13 The upper and lower ref-
erence limits were calculated for both male and female par-
ticipants using the six methods. The reference limits derived 
from each pair of methods were compared pairwise. The 
ratio of the absolute differences between the index method 
reference limit vs the alternate reference limit was com-
pared with the absolute reference range derived from the 
index method. These ratios were converted to percentages. 
The methods were considered divergent when the ratio per-
centage exceeded the “optimal limits” for analytic bias.

The effects of extreme values on the widths of the RIs 
were evaluated for each of the statistical calculation proce-
dures. A critical value equivalent to UL ratio (or LL ratio) 
was computed as a ratio of absolute differences in average 
UL (or LL) between parametric (P) and nonparametric 
(NP) methods to the average (UL – LL)/3.92 by parametric 
method, and then, those analytes with a ratio greater than 
0.4 were marked as “P < NP” (or “NP < P”). The (UL − 
LL)/3.92 term represents the standard deviation (SDri) in 
calculating the RI. The SD corresponds to gross between-in-
dividual SD (SDG) containing within-individual SD (SDI): 
√(SDG ̂ 2 + SDI ̂ 2). From Fraser’s theory of “allowable bias” 
in laboratory tests, desirable bias limit in laboratory tests is 
0.25 × SDri, and minimum bias limit is 0.375 × SDri. We 
chose 0.4 after rounding up the value of 0.375 and used the 
cutoff in judging obvious between-method difference (bias).

Protocol for Transforming and Comparing Measurements 
Collected at Different Medical Centers

The protocol recommended by the IFCC C-RIDL 
for transforming healthy participant measurements from 
a different medical center involves measuring the same 
panel of reference serum samples from healthy individu-
als at both laboratories.3 In accordance with CLSI guide-
line (EP9-A2),14 Measurement Procedure Comparison and 
Bias Estimation Using Patient Samples, 40 samples were 
included in the comparison panel. Cross-comparison 
plots were made for each analyte with the ARUP results 
on the horizontal axis (x) and Mayo Clinic on the verti-
cal axis (y). Linear regression lines were established using 
reduced major axis regression. The coefficient of varia-

tion (CV) of slope b was calculated as CV b
r

n
( )=

-
-

100
1

2

2

where r is the linear correlation coefficient. The optimal 
level for CV(b) is 5.5%,3 and this level was selected for 
deciding when to allow conversion of the reference values 
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(RVs). The distributions of the analyte results from the 
ARUP populations were compared to the distributions 
from the Mayo populations using Mann-Whitney tests. 
Similarly, the transformed ARUP distributions based 
on the regression comparisons of the reference samples 
were compared with the original Mayo population using 
Mann-Whitney tests.

Results

Consistency of RIs Among the Six Calculation Procedures

The “optimal limits” for analytic bias are listed in the 
second column of ❚Table  1❚. The ratios of the reference 
limit differences to the index method reference range were 

tabulated for the 15 pairwise combinations for each of the 
28 analytes. These ratios were compared with the “opti-
mal” analytic bias limits, for both the lower and upper ref-
erence range limits for both men and women. The counts 
of the number of these comparisons exceeding the “opti-
mal” bias limits (maximum of 4) are tabulated in Table 1. 
Only two analytes (blood urea nitrogen [BUN] and iron) 
of the 28 analytes had no significant differences for the 
lower and upper limits for both women and men. The 
analytes with the largest number of divergent limits were 
potassium (49), calcium (45), sodium (44), albumin (43), 
and magnesium (42). These analytes have relatively tight 
“optimal” bias limits of 0.90%, 0.41%, 0.12%, 0.72%, and 
0.90%, respectively, which probably contribute to these 
flags for divergent limits. The best agreement between ref-
erence limits was found when comparing the Mayo-SAS 

❚Table 1❚ 
Tabulation of the Number of the Four Reference Limits (Male and Female High and Low Limits) Having Different Reference Limits 
Recommendationsa

Analyte

Optimal  
Bias  

Limits, 
%

Calculation Method

Sum

 Mayo-SAS Quintile EP Evaluator LAVE(–)NP LAVE(–)P
LAVE(+) 

NP

EP 
Evaluator NP(–) P(–) NP(+) P(+) NP(–) P(–) NP(+) P(+) P(–) NP(+) P(+) NP(+) P(+) P(+)

Albumin 0.72 4 2 3 1 3 2 2 4 3 3 3 4 4 2 3 43
ALP 3.4 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
ALT 5.7 0 0 0 0 1 0 0 0 1 0 0 1 0 0 0 3
Amylase 3.7 1 1 1 2 2 0 0 1 1 0 2 2 1 0 1 15
AST 3.3 1 0 2 2 2 1 1 1 2 2 2 2 1 2 1 22
BUN 2.8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Calcium 0.41 1 2 3 3 4 2 4 3 4 4 4 4 1 3 3 45
CEA 7.1 0 0 1 1 1 0 2 1 1 1 1 1 1 0 1 12
Cholesterol 2.1 0 1 1 0 1 1 0 1 2 0 1 1 1 1 0 11
CK 5.8 0 0 1 0 0 1 0 1 0 1 0 1 1 0 1 7
Chloride 0.25 0 1 4 0 4 1 4 0 4 4 1 4 4 3 4 38
Cortisol 5.1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1
GGT 5.5 1 0 2 2 2 1 1 1 1 1 1 2 1 2 2 20
Glucose 1.2 1 1 2 4 3 1 1 4 2 2 4 2 3 1 1 32
HDL 2.8 0 0 1 0 1 0 0 0 1 1 0 1 1 0 1 7
Iron 4.4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
LDH 4.5 2 0 0 0 0 1 1 2 1 0 1 0 0 0 0 8
Magnesium 0.9 1 1 4 2 4 2 4 3 4 3 2 4 3 2 3 42
Phosphorus 1.7 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 2
Potassium 0.9 2 4 3 3 4 3 4 4 4 4 3 3 2 3 3 49
PRL 5.2 0 0 0 1 0 0 0 0 0 0 1 0 1 0 1 4
PTH 4.4 1 0 1 0 1 1 0 0 0 1 0 1 1 0 0 7
Sodium 0.12 1 1 4 1 4 2 4 2 4 4 1 4 4 4 4 44
Total bilirubin 4.5 0 0 0 0 1 0 1 0 1 0 0 0 0 0 0 3
Total protein 0.68 2 1 3 1 3 1 1 4 3 2 3 3 3 2 3 35
Triglycerides 4.8 0 0 0 0 0 0 0 2 0 0 0 1 0 0 1 4
TSH 3.9 0 0 1 1 1 0 1 1 1 1 1 1 1 0 1 11
Uric acid 2.8 0 0 0 1 0 0 0 1 1 0 1 0 1 0 0 5
Total (n = 240) 19 15 37 25 42 20 32 36 41 34 32 43 36 25 34

ALP, alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotransferase; BUN, blood urea nitrogen; CEA, carcinoembryonic antigen; CK, creatine 
kinase; GGT, γ-glutamyltransferase; HDL, high-density lipoprotein; LAVE, latent abnormal values exclusion; LDH, lactate dehydrogenase; NP, nonparametric; P, para-
metric; PRL, prolactin; PTH, parathyroid hormone; TSH, thyroid-stimulating hormone; +, positive; –, negative.
aPairwise comparisons were made between the six methods for calculating reference limits. These data are based on the 240 healthy participants from the Mayo Clinic 
study. The bottom row shows the total number of reference limits exceeding optimal bias by pairwise groups.
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quintile vs the IFCC nonparametric method without 
LAVE exclusions, LAVE(–)NP, with 15 discrepant limits. 
The second best agreement in reference limit comparisons 
was found when comparing the Mayo-SAS quintile vs the 
EP Evaluator, with 19 discrepant limits. The two para-
metric procedures, LAVE(+)P and LAVE(–)P, agreed rea-
sonably well with 25 discrepant limits.

Comparison of the Widths of the RIs Generated by the 
Six Procedures

With the small data set (n  =  240), no apprecia-
ble between-method differences were observed for 11 
(39%) analytes: albumin, BUN, high-density lipoprotein, 
sodium, calcium, potassium, chloride, iron, ALP, PRL, 
and PTH. However, for the last six analytes, 90% confi-
dence intervals (CIs) by nonparametric methods were 
wider at either or both limits of the RIs. In ❚Table 2❚, the 
ratio of the width of the 90% CI by a given method to that 
by the LAVE(+)P method exceeding 1.5 has been bolded. 
By reference to the actual data points in the corresponding 

scatterplot, which shows that the shape of their central 
part was close to Gaussian, it is obvious  that the wider 
90% CI was caused by extreme values unmatched to 
those in the central part (ie, the nonparametric method 
is susceptible to their presence, while the parametric 
method avoids their influence by including the truncation 
step after Gaussian transformation as described in the 
Materials and Methods).

In other analytes, those extreme values not only 
expanded 90% CIs but also raised the ULs calculated by 
nonparametric methods for glucose, AST, ALT, GGT, 
and CEA in both sexes; for CK, LDH, and TSH in men; 
and for uric acid, total bilirubin, and amylase in women. 
On the other hand, extreme values on the lower side 
caused lowering of the LL for cholesterol, magnesium, 
and cortisol in women. In tabulating Table  2, a critical 
value equivalent to UL ratio (or LL ratio) greater than 0.4 
is marked as “P < NP.”

By comparing ULs by LAVE(–)P and LAVE(+)P, 
the effect of the LAVE method was observed in RIs for 

❚Table 2❚ 
Illustration of How Calculation Methods Affect Reference Intervalsa

Mayo (n = 240) Mayo + ARUP (n = 490)

Analyte Skew LL-M LL-F UL-M UL-F LL-M LL-F UL-M UL-F

Albumin –0.25 ○ ○ ○ ○ ○ ○ ○ ○
ALP 1.11 ○ ○ ○ ○ ○ ○ P < NP P < NP
ALT 3.22 NP < P ○ LAVE; P < NP LAVE; P < NP ○ ○ LAVE; P < NP LAVE; P < NP
Amylase 1.83 ○ ○ ○ LAVE; P < NP ○ ○ P < NP LAVE; P < NP
AST 6.30 ○ ○ LAVE; P < NP P < NP ○ ○ LAVE; P < NP ○
BUN 0.58 ○ ○ ○ ○ ○ ○ ○ ○
Calcium –0.39 ○ ○ ○ ○ ○ ○ ○ ○
CEA 5.80 ○ ○ P < NP P < NP ○ ○ ○ ○
Chloride –0.60 ○ ○ ○ ○ ○ ○ ○ ○
Cholesterol 1.15 ○ NP < P LAVE P < NP ○ NP < P P < NP P < NP
CK 4.62 ○ ○ P < NP ○ ○ NP < P P < NP P < NP
Cortisol 0.77 ○ NP < P ○ ○ ○ ○ ○ ○
GGT 3.73 ○ ○ LAVE; P < NP LAVE; P < NP ○ NP < P LAVE; P < NP P < NP
Glucose 1.31 ○ ○ P < NP P < NP ○ ○ P < NP P < NP
HDL 0.66 ○ ○ ○ ○ ○ NP < P ○ ○
Iron 1.27 ○ ○ ○ ○ NP < P ○ NP < P NP < P
LDH 6.70 ○ ○ P < NP ○ ○ ○ P < NP ○
Magnesium –0.45 ○ NP < P ○ ○ ○ ○ ○ ○
Phosphorus 0.43 ○ ○ ○ ○ ○ ○ ○ ○
Potassium 1.38 ○ ○ ○ ○ ○ ○ ○ ○
PRL 3.98 ○ ○ ○ ○ ○ ○ ○ ○
PTH 1.11 ○ ○ ○ ○ ○ ○ ○ ○
Sodium –1.73 ○ ○ ○ ○ NP < P NP < P ○ ○
Total bilirubin 2.08 ○ ○ ○ P < NP ○ ○ P < NP P < NP
Total protein –0.03 ○ ○ ○ P < NP ○ ○ ○ ○
Triglycerides 2.14 ○ ○ LAVE ○ ○ ○ ○ ○
TSH 8.21 ○ ○ P < NP ○ ○ ○ ○ ○
Uric acid 0.57 ○ ○ ○ P < NP ○ ○ P < NP P < NP

ALP, alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotransferase; BUN, blood urea nitrogen; CEA, carcinoembryonic antigen; CK, creatine 
kinase; GGT, γ-glutamyltransferase; HDL, high-density lipoprotein; LAVE, latent abnormal values exclusion lowered upper limit; LDH, lactate dehydrogenase; LL-F, 
lower limit of the reference interval for females; LL-M, lower limit of the reference interval for males; NP < P, lower limit by nonparametric methods is lower than para-
metric method; P < NP, upper limit by nonparametric methods is higher than parametric method; PRL, prolactin; PTH, parathyroid hormone; TSH, thyroid-stimulating 
hormone; UL-F, upper limit of the reference interval for females; UL-M, upper limit of the reference interval for males; ○, reference intervals of all methods are similar.
aBold values indicate that the 90% confidence intervals by nonparametric methods are wider than parametric method.
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triglycerides, cholesterol, AST, ALT, and amylase, whose 
RVs had close associations with those of reference tests 
described in the Materials and Methods. In Table 2, the 
same scheme as just described above was used for judg-
ing the significance of difference in UL (or LL) between 
LAVE(–)P and LAVE(+)P methods.

It is notable that the occurrence of extreme val-
ues mainly depends on the skewness of the distribution 
shown in the second column of Table 2. A high absolute 
value for the skewness indicates either the distribution 
itself  is unsymmetrical or the presence of inappropriate 
values caused by metabolic syndrome, noncompliance to 
requirements for food, and exercise prior to the sampling.

It is of note that the EP Evaluator method is primar-
ily based on the CLSI guideline and calculates the RI by 
the nonparametric method. However, if  the sample size 
is below 120, it computes the RI parametrically based on 
the classical Box-Cox formula. Therefore, it computed the 
RI parametrically for men with n = 92 and nonparamet-
rically for women with n = 148. This distinction is well 
reflected in the graphs. In men, the width of the 90% CI 
by the EP Evaluator is closer to that by LAVE(–)P and 
LAVE(+)P, since the EP Evaluator uses a parametric 
method when there are fewer than 120 data values. While 
in women, its 90% CI is quite similar to those of the 
Mayo-SAS quantile and LAVE(–)NP methods.

In contrast, by use of the merged data set (n = 490) 
shown in the lower panels of the bar chart, the width of 
the 90% CI was conspicuously decreased in most ana-
lytes. The only exceptions were sodium, magnesium, and 
PRL. Their 90% CIs became rather broader by inclusion 
of more extreme values in the merged data. No obvious 
between-method differences were observed for 14 (48%) 
analytes: total protein, albumin, BUN, triglycerides, 
potassium, chloride, phosphorus, PTH, calcium, magne-
sium, CEA, cortisol, PRL, and TSH. However, 90% CIs 
were wider by nonparametric methods for the last six ana-
lytes due to the presence of extreme values, which were 
plotted outside of the graph frame.

Raised levels of ULs by nonparametric-based methods, 
attributable to multiple unmatched values in the periphery, 
are apparent for uric acid, total bilirubin, glucose, choles-
terol, iron, AST, ALT, LDH, ALP, GGT, CK, and amyl-
ase. The effect of LAVE to lower the UL was noted in AST, 
ALT, GGT, and CEA. The data size after the LAVE proce-
dure was reduced by about 12% to 14%; however, no appre-
ciable increase in the width of 90% CIs was observed.

Limitations of Linear Transformations to Improve 
Homogeneity of Merged Data

The comparison of the reference samples showed that 
all but six of the analytes had CV(b) of the regression 

slopes less than the 5.5% optimal level. ❚Table  3❚ shows 
that the high CV(b) analytes (in bold) were calcium, CEA, 
chloride, magnesium, sodium, and total protein. In com-
paring the ARUP and Mayo Clinic original frequency dis-
tributions of the test values for the 28 analytes by sex, 10 
analytes differed by a P value of .01 or less for men, and 12 
analytes were divergent for women. After transformation 
of the ARUP test values, the frequency distributions for all 
but three of the analytes for men were corrected. However, 
for women, eight of the 12 divergent analytes were still 
divergent after correction. It is notable that six of the 18 
nondivergent analytes for men became divergent after 
transformation and four of the 16 originally nondivergent 
analytes became divergent for women. When the analytic 
methods are similar, the small analytic differences may 
be obscured by the variability of the regression statistics. 
Also, the linear transformation protocol is only intended 
to correct for analytic measurement differences. Any pop-
ulation-based differences or preanalytic differences would 
remain. Because of these limitations, the ARUP test value 
data were merged with the Mayo Clinic data without 
transformations. These merged data were used to analyze 
the effects of a larger data set for estimating RIs.

RIs

The RIs and their confidence limits were determined 
separately for each sex using each of the six procedures with 
two data sets: one from Mayo’s results (n = 240) and the 
other from merged results of Mayo and ARUP (n = 490). 
The comparison graphs for all 28 analytes are shown in 
Supplemental Figure 1 (all supplemental materials can be 
found at American Journal of Clinical Pathology  online) 
and for six representative analytes in ❚Figure 1❚. It is import-
ant to note that for analytes with skewed distribution, the 
scale of the x-axis was power transformed to make the dis-
tribution of RVs close to the Gaussian shape. Power was 
set to 0.4 for ALP; 0.3 for total bilirubin, AST, LDH, amyl-
ase, cortisol, PTH, and TSH; and 0.2 for triglycerides, ALT, 
GGT, CK, CEA, and PRL. These values of power were set 
in reference to the results of the parametric method applied 
to each analyte. For other analytes, no transformation was 
made by setting power = 1.0.

Discussion

No gold-standard protocol exists for defining RIs. 
Most investigators agree that an unbiased estimate of the 
central 95% range of values in healthy individuals is rec-
ommended. However, the definition of healthy can vary 
substantially. No agreed-upon criteria exist for the elimi-
nation of inappropriate extreme values. Large sample sizes 
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are needed for robust nonparametric estimates. The CLSI 
guideline recommends using a minimum data set of 120 
healthy participants for establishing RIs for each important 
subgroup, such as sex and race.1 However, RIs derived from 
data sets that small often have larger confidence intervals 
compared with those derived from data sets 200 or larger. 
In the absence of a gold standard, we evaluated six statisti-
cal procedures for calculating RIs in terms of two criteria: 
(1) consistency of assigned reference limits and (2) width of 
the RIs. Unfortunately, although the nonparametric proce-
dures generated similar RIs, they also were most subject to 
interference by extreme values and generated RIs they may 
have inappropriately wide intervals.

The nonparametric methods are generally regarded 
as the most robust procedures for providing unbiased esti-
mates of the central 95% RIs. However, these procedures 

may fail when the number of inappropriate values exceeds 
the capacity of the conventional outlier exclusion method 
such as the Dixon or Tukey method, which is applicable 
only for cases with one or few outliers. In conducting a 
study for determining RIs, it is practically impossible to 
totally avoid inclusion of inappropriate values caused by 
the presence of a sizable number of individuals with latent 
disorders of high prevalence like metabolic syndrome or 
inflammation or anemia, or individuals who did not fol-
low precaution on food and muscular exertion.

On the other hand, the parametric method after 
Gaussian transformation of the RV distribution can reduce 
the influence of those values by truncating once at mean 
± kSD (the C-RIDL procedure uses k = 2.57, which cor-
responds to exclusion of 1% of RVs). The reason why the 
CLSI/IFCC guideline does not recommend the parametric 

❚Table 3❚ 
Comparison of Reference Samples and the Frequency Distributions of Test Values From Two Centers Before and After 
Transformationa

Analyte

Linear Regression  
Coefficients of Reference 

 Test Panel Results

Comparison of Original  
Frequency Distributions:  
ARUP and Mayo Clinic

Comparison of  
Distributions: Transformed  

ARUP vs Mayo Clinic

CV(b) Slope Intercept Men Women Men Women

Albuminb 5.42 0.952 0.213 <0.0001 <0.0001 <0.0001 <0.0001
ALPb 1.44 0.972 2.941 0.1148 0.0574 0.0477 0.0139
ALTb 2.27 1.116 0.166 <0.0001 <0.0001 0.0298 0.0469
Amylaseb 1.3 1.016 0.426 0.2999 0.63 0.5967 0.2603
ASTb 3.96 1.108 –0.293 0.1806 0.1716 0.4913 0.1868
BUNb 3.9 0.954 0.042 0.9965 0.0765 0.1376 0.6018
Calciumb 8.75 0.858 1.423 0.0372 0.0358 <0.0001 <0.0001
CEA 6.08 0.922 –0.017 0.1796 0.5272 0.9402 0.0788
Cholesterolb 2.23 0.981 5.506 0.3754 0.108 0.1675 0.0309
CKb 0.58 1.02 0.005 0.2819 0.0085 0.4146 0.0244
Chlorideb 9.88 1.082 –6.213 0.4162 0.9981 <0.0001 <0.0001
Cortisol 3.15 0.72 0.808 <0.0001 <0.0001 0.1668 0.7363
GGTb 1.41 0.955 0.191 0.1219 0.1543 0.274 0.4832
Glucoseb 1.9 0.97 1.769 0.003 0.0043 0.0268 0.0302
HDLb 2.13 1.024 0.608 0.0348 0.0141 0.0672 0.0459
Ironb 0.88 1.019 2.752 0.2964 0.0142 0.9402 0.0003
LDHb 2.57 1.005 –1.615 0.0391 0.9883 0.0004 0.0754
Magnesiumb 6.63 1.803 –0.065 0.0004 0.0002 <0.0001 <0.0001
Phosphorusb 3.37 0.924 0.139 0.0013 0.0558 0.2431 0.5966
Potassiumb 2.27 1.011 0.097 <0.0001 <0.0001 0.4436 0.0072
PRL 1.62 0.987 0.285 <0.0001 0.0002 <0.0001 0.0006
PTH 2.61 1.027 3.968 0.1123 0.393 0.9372 0.6383
Sodiumb 13.1 0.941 10.916 <0.0001 <0.0001 0.0001 0.0002
Total bilirubinb 2.7 0.976 0.033 0.0009 <0.0001 0.0346 0.0033
Total proteinb 6.65 0.951 0.532 0.9034 0.0266 0.0001 <0.0001
Triglyceridesb 0.79 0.994 0.036 0.042 0.0013 0.0515 0.0019
TSH 0.73 1.008 0.023 0.8939 0.4107 0.716 0.2724
Uric acidb 0.95 1.006 0.0116 0.0108 <0.0001 0.0038 <0.0001

ALP, alkaline phosphatase; ALT, alanine aminotransferase; AST, aspartate aminotransferase; BUN, blood urea nitrogen; CEA, carcinoembryonic antigen; CK, creatine 
kinase; CV, coefficient of variation; GGT, γ-glutamyltransferase; HDL, high-density lipoprotein; LAVE, latent abnormal values exclusion; LDH, lactate dehydrogenase; 
NP, nonparametric; P, parametric; PRL, prolactin; PTH, parathyroid hormone; TSH, thyroid-stimulating hormone.
aLinear regression of reference samples measured at ARUP (x) and Mayo Clinic (y). Comparison of the frequency distributions of the original test values collected and 
measured at ARUP vs values for samples collected and measured at Mayo Clinic. The last columns compare the frequency distributions of the transformed ARUP values 
with the original Mayo Clinic values. Differences were evaluated with Mann-Whitney tests. Bold values represent coefficient of slope, CV(b), values exceeding optimal 
level of 5%, and highly significant P values.
bAnalytes were measured by same method, Roche Modular, at both sites.
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method was unreliability of the classic Box-Cox power 
transformation formula to achieve the Gaussian shape.2 
However, the modified Box-Cox formula,10 which includes 
a parameter representing the origin of transformation, was 
proved invariably successful to achieve Gaussian shape if  
the distribution is unimodal and there are no results below 
detection limits.8,15 Presumed weakness of the parametric 
method is increased uncertainty in estimating the RI when 
the sample size is small with n < 120, because the method 
is too flexible to include extreme values in the periphery. 
Despite this concern, actual performance of the parametric 
method with respect to 90% CIs using the small RVs from 
92 men and 148 women was in general equivalent to the 
nonparametric methods and sometimes much better when 
extreme values were present. In any case, with increment of 

data size, the parametric method reflects data points in the 
central part of the distribution more closely and gets less 
affected by extreme values in the periphery with a data size 
of 200 or more.15

These findings clearly indicate that the parametric 
method is recommended when a certain number of inap-
propriate values unmatched to the central profile of the 
RVs are expected. If  those inappropriate values are siz-
able in number due to inclusion of a group of individuals 
with common disorders like metabolic syndrome, their 
influence cannot be removed univariately. The use of the 
LAVE procedure, although it is regarded as an empirical, 
not definitive, method, was proved to reduce the influence 
of such a category of inappropriate values in the deriva-
tion of the RIs.9,15

❚Figure 1❚  Shown are bar chart comparisons of reference intervals (RIs) derived for glucose, cholesterol, aspartate amino-
transferase (AST), γ-glutamyltransferase (GGT), creatine kinase (CK), and thyroid-stimulating hormone (TSH), calculated by six 
methods: Mayo SAS Quantile, EP Evaluator, and four International Federation of Clinical Chemistry and Laboratory Medicine 
methods: parametric (P) and nonparametric (NP) without exclusion (LAVE(–)) and with exclusion (LAVE(+)). The upper panels 
in each set are for RIs derived from 240 Mayo Clinic health study participants. The lower panels in each set are for RIs derived 
from merged ARUP and Mayo Clinic data composed of 490 participants. Red bar is for females (F) and blue is for males (M). 
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This study compared analytic methods that were 
mainly performed on the same commercial measurement 
system (Roche Modular). Therefore, the analytic differ-
ences generally were small. In comparing laboratories 
with different analytic instruments, larger differences 
would be expected. The transference algorithm based on 
comparing the analytic differences found when measuring 
reference samples probably would work better for correct-
ing the RIs when larger differences occur.

The use of merged data sets helped harmonize the 
results of the various calculation methods and provides 
more unbiased estimates of the RIs.

Our evaluation of the procedure proposed by 
Ichihara et al3,16 for transforming RVs based on compari-
son of test results for a set of sera measures in common (a 

subset of volunteers’ serum samples16 or the serum panel 
specifically made for the comparison3) shows this method 
generally works but does not work universally. Our study 
confirmed that a high CV(b) in the reference samples 
limits the utility of this method.3 None of the six ana-
lytes with high CV(b) showed any significant changes in 
the divergence of the patient distributions after transfor-
mation. It is important to note that automatic transfor-
mation of distributions that are statistically similar may 
result in more divergences. A  take-home message from 
this study is that linear regression–based conversion of 
values should be done only when notable bias is observed 
between the values of the two centers.

Another unambiguous message obtained from this 
study is the importance of data size for deriving the 

❚Figure 1❚  (cont) Shaded bars in gray represent 90% confidence limits. The number shown beside the method names 
indicates data size used for the calculation. Scatterplots on top of each bar chart represent actual sex-specific distributions of 
reference values (RVs). Out-of-scale values were plotted just outside of the graph frame. Blue and red shades represent RIs 
for M and F, respectively, derived by the LAVE(+)P method. For analytes with skewed distribution, the scale of the x-axis was 
power transformed to make the distribution of RVs close to the Gaussian shape (see the main text for the value of power 
used for transformation).
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reproducible RIs. Although the minimum sample size is 
suggested as 120 by the CLSI guideline, our results indi-
cate that a larger sample size is needed for multicenter 
studies intended for deriving RIs for common use.

Conclusions

 The statistical procedure used to analyze the refer-
ence subject data can influence the RIs. Nonparametric 
procedures generally generate similar results, but the 
RIs may be inappropriately wide due to the inclusion of 
inappropriate values. Since it is difficult to eliminate par-
ticipants with inappropriate extreme values, parametric 
methods are recommended. Large data sets are recom-
mended for robust estimates. The CLSI guideline of at 
least 120 participants often is too small for reliable esti-
mates. We recommend at least 200 participants for each 
subgroup. Merging data from multiple institutions is a 
potential method of obtaining larger data sets. However, 
one should be cautious when merging data because ana-
lytic regression transformations may not correct for all 
intrainstitutional differences.

Corresponding author: George G. Klee, MD, PhD, Mayo 
Foundation, 200 First St SW, Rochester, MN 55905;  
klee.george@mayo.edu.
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